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Abstract

From journalism to research papers, speculative fiction to romance stories, writing under-
lies a wealth of cultural and political pursuits. As language technology improves, so does its
potential to aid our writing – to make us write faster, clearer, even more creatively. According
to psychology research on writing, the act of writing is propelled by goals, which are created
by the writer and grow in number as the writing progresses. But typical writing assistants
tend to support either highly constrained goals, like typing out a common email exchange, or
highly unconstrained goals, like suggesting the next sentence in an open-ended story. They
struggle to support the majority of our writing, where we have some constraints – like a very
technical topic, or the complex content of what we have already written – but are not writing
oft-repeated phrases. In this proposal, I define an under-explored research area of support-
ing partially constrained writing goals and propose designing writing assistants that focus on
supporting these goals. In partially constrained situations, the writer must come up with new
ideas within an existing, restrictive context. The writing assistants must then address the chal-
lenges of both computational creativity (generating novel and useful ideas) as well as natural
language understanding (evaluating language meaning in context). I present two systems that
address these challenges with a variety of techniques, and results from both quantitative and
qualitative studies to demonstrate the effectiveness of these systems. In addition to these sys-
tems, I propose running a two month, longitudinal study of system use, as writing assistants are
typically studied only in short-term, lab-based studies, limiting our ability to understand how
they support writing in the long-term. This thesis opens up a new area for writing assistants,
and through my work I demonstrate that writers make use of these writing assistants in var-
ied, subtle, and powerful ways. Understanding this will further our ability to design creative,
contextual writing assistants in the future.
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1 Introduction
From journalism to research papers, speculative fiction to romance stories, writing underlies a
wealth of cultural and political pursuits. As language technology improves, so does its potential to
aid our writing – to make us write faster, clearer, even more creatively. According to psychology
research on writing, the act of writing is propelled by goals, which are created by the writer and
grow in number as the writing progresses [15]. Typical writing assistants tend to support either
narrowly constrained goals, like typing out a common email exchange [28], or open-ended goals,
like suggesting a sentence for a new story [10].

But much writing entails what I define as partially constrained goals. These goals are less
constrained than something like writing a common email exchange, but more constrained than
an open-ended story. We might want to make an existing description more visual, or figure out
what a character will do next, or decide how to best explain some jargon. We might be wondering
if our audience will know about a particular topic already, or how write an exciting first sentence
that introduces our research topic. Partially constrained goals have many possible solutions – many
possible sequences of words that would achieve the goal – but must still adhere to strict constraints.

Commonly used writing assistants of today focus on generating a continuation of already-
written text. In gmail, if I type, ‘Great to meet you. I’d love to have coffee. What time next
week’ then it will suggest ‘works best for you?’ because thats the most common sequence of
words given the preceding ones [8]. In more creative contexts like storytelling, a writing assistant
typically suggests the next phrase or sentence given what the writer has just written [51]. These
systems struggle to support the majority of our writing because most of our writing is neither fully
open-ended nor narrowly constrained.

In this thesis, I propose designing writing assistants that focus on supporting partially con-
strained writing goals, where the writer needs to come up with new ideas within an existing,
restrictive context. These assistants must address the challenges of both computational creativity
(generating novel and useful ideas) as well as natural language understanding (evaluating language
meaning in context). I use a variety of techniques to address these challenges, and run user studies
to demonstrate the effectiveness of these systems.

My work on writing assistants fits within a larger design space [65] of writing assistants, where
areas of highly-constrained writing, like spelling correction or word completion, as well as lightly
or even unconstrained writing, like open-ended storytelling, are already well-explored. This thesis
opens up a new area for writing assistants, and through my work I demonstrate that writers make
use of these writing assistants in varied, subtle, and powerful ways. Understanding this will further
our ability to design creative, contextual writing assistants in the future.

1.1 Overview of Proposal
In section 2, I review relevant work on the psychology of writing and design space exploration.
I present my work on how professional novelists make use of large language models, indicating
the various ways text continuation as a writing assistant paradigm can fall short, and highlight my
work on how people develop mental models of AI systems, discussing the implications of these
mental models on the design of writing assistants. Given this, I present a design space for writing
assistants, which introduces a 2-axis representation of goal magnitude v. level of constraint, and I
review existing writing assistants using this design space, showing which areas of the design space
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are currently under-explored and motivating my focus on partially constrained writing situations.
In section 3, I report on my own work designing writing assistants. In particular I report on a

writing assistant for explaining abstract concepts with metaphors, where we generate metaphorical
connections between any two concepts, and a writing assistant for explaining technical concepts,
where we use a large-scale language model to generate ideas for the writer. For each system, I
report on the results of a quantitative study – for metaphor generation we compare the system to
existing metaphor generation systems, for explaining technical topics we compare to a competitive
baseline and a human-written gold standard – as well as the results of a qualitative study – for
metaphor generation we study professional poets, for explaining technical topics we study STEM
Ph.D. students.

Finally, in section 4, I propose a final component of my thesis that builds upon my work on
writing assistants for explaining technical concepts. I plan to run a two month, longitudinal study
of how a writing assistant helps climate scientists write about their own work. Typical studies of
writing assistants are one-hour lab studies, which lack the ability to discern the long-term impacts
of the technology. What does the ‘learning curve’ of writing assistants look like? Do writers’ find
writing assistants more or less useful over time? This study will allow us to understand writing
assistants in a more realistic context.

1.2 Contributions
To summarize, the completed and proposed contributions of this thesis are:

• Experimental and theoretical demonstrations of open research areas in the design of writing
assistants:

– An exploratory study showing that prompt completion with a large language model is
inadequate for professional novel writers.

– A framework for how people develop mental models of AI, and a discussion of how
knowledge distribution is the main unknown for users interacting with large language
models.

– A design space for writing assistants that indicates partially constrained writing goals
as an under-explored design area.

• Quantitative and qualitative results on how writing assistants can support partially con-
strained goals:

– A system for supporting metaphor writing, and two studies – one quantitative, one
qualitative – demonstrating how the system supports the partially constrained writing
goal of describing a user-defined abstract concept.

– A system for supporting the explanation of technical topics, and two studies – one
quantitative, one qualitative – demonstrating how the system supports the partially con-
strained writing goal of explaining a user-defined technical topic.

– A longitudinal study of the system for supporting the explanation of technical topics,
reporting on how climate scientists use this system over the course of two months.
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Figure 1: The cognitive process model for writing, as proposed by Flower and Hayes [15].

Together, these contributions provide both an understanding of how to design powerful new
writing assistants, as well as a series of system-based user studies demonstrating how writers make
use of novel writing assistants in a variety of partially constrained tasks. The hope is that this thesis
furthers our understanding of how language technology can serve writers, and more generally
contributes to the growing field of human-AI interaction.

2 A Design Space for Writing Assistants

2.1 Related Work
2.1.1 Cognitive Models of Writing

Flower and Hayes’ theory of the cognitive processes involved in writing lay the groundwork for
a plethora of research on the psychology of writing over the past four decades [15]. This process
model, backed by empirical studies, proposed that writing is best understood as a set of distinct
thinking processes which are hierarchical. Figure 1 shows a schematic of the model, with the
three main writing processes – planning, translating, and reviewing – highlighted in yellow. When
Flower and Hayes state that these processes are hierarchical, they mean that they can be called
upon iteratively, being embedded within each other. For example, when a writer is constructing
a sentence (‘translating’), they may call in a compressed version of the entire writing process.
Flower and Hayes’ are also quick to note that these processes are not linear. While a common
mantra is to plan, write, and review, in reality writers are making plans and reviewing what they
have written all throughout the writing process.

Along with this process model, Flower and Hayes proposed that the act of writing is propelled
by goals, which are created by the writer and grow in number as the writing progresses. These
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goals, which span in complexity and level of abstraction from ‘appeal to a broad audience’ to
‘don’t use that cliche’, are what direct the writer to different processes. Thus we can model the
writing process by considering the writer’s goals and what processes they enlist to achieve these
goals.

While this model has since been updated with an increase in complexity – Hayes adds much
more detail to the long-term memory component, and adds components for working memory and
the motivation and affect of the writer [23] – considering how goals propel the writing process
remains a useful model. Writing has long been considered a mode of learning, as it is both a
process and a product, which allows near-constant reflection on the ideas the writer is trying to
express [14]. By considering a writer’s shifting goals, writing researchers have understood why
mature writers are able to learn from their writing [54]. Immature writers are often bogged down
with low-level goals like sorting out syntactical issues or ensuring topical cohesion, which does
not allow cognitive effort to be directed to more high-level goals. In contrast, mature writers are
able to, when appropriate, set goals that require new knowledge to be generated. For instance,
a mature writer may realize, when writing down an argument, that there is a logical gap and set
about bridging this gap, thus turning writing into a learning activity.

I make use of this theory to understand what existing writing assistants actually help with, and
how we might design new writing assistants. To do that, I use this theory to structure a ‘design
space’ of writing assistants.

2.1.2 The Design of Design Spaces

MacLean et. al. describe design space analysis as an approach to representing design rationale
[37]. Design space analysis places a design in a “space of possibilities” and uses this placement to
explain why a design was chosen among all the various possibilities. They frame design spaces as
a useful way of communicating with various stakeholders – not just designers but also salespeople,
system maintainers, and various types of users. By explaining why a design was chosen, these
various stakeholders can better sell, maintain, and otherwise interact with a product.

Woodbury and Burrow, addressing the growing popularity of design spaces in computational
research, describe design space exploration as the idea that we can use exploring alternatives as
a compelling model of design [65]. This involves representing designs in a meaningful way and
arraying them in the resulting design space. This representation can be used by designers to explore
the space, and can be used to build computer systems that can aid designers in the exploration.

A popular and highly-cited example of a design space comes from wireless sensor networks
[53]. As the use of wireless sensor networks increased globally, it was found that it was very diffi-
cult to discuss specific application requirements, research directions, and challenges. The proposed
solution was a sensor network design space: its various dimensions would be categorized in order
to both understand the existing research as well as discover new designs and applications. The
resulting space had 12 dimensions, and the initial paper categorized 15 systems. One conclusion
of the paper was that a small set of platforms could cover the majority of the design space, rather
than requiring numerous, application-specific platforms.

In this thesis I use design spaces both to think about what writing assistants currently do, and
what we might want writing assistants in the future to do. In this sense I take both MacLean’s and
Woodbury’s view: the design space is a way to talk about why existing writing assistants are the
way they are, as well as a way to design new writing assistants.
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(a) The ‘Talk to’ interface being used by a study par-
ticipant.

(b) The ‘Write with’ interface being used by a study
participant.

Figure 2: Comparison of the two interfaces used in the user study. While the ‘Talk to’ interface
(a) gave longer suggestions, writers preferred ‘Write with’ (b) which allowed them to easily insert
suggestions into the text document.

2.2 An Exploratory Study of Novelists Using GPT2
I report on an exploratory user study of four novelists writing in collaboration with a large language
model [7]. Our goal was to understand what professional writers look for in generated suggestions,
and in what ways these new language models do or do not meet this challenge.1

2.2.1 Methodology

We recruited four published novelists for our study, and observed them complete various tasks that
had them interact with generative writing tools. Each novelist completed the study individually in
an hour long session. Three of the writers had no previous exposure to the interfaces studied; one
writer had been previously exposed but only briefly, and not for his professional writing. We first
introduced the writing tools studied, and then described the study procedure.

The two interfaces chosen for the study were Talk To Transformer2, and Write With Trans-
former3, referred to as ‘Talk to’ and ‘Write with’ respectively. Both user interfaces rely on GPT-2
[46] to predict the most likely sequence of words following some input text. Both take into account
at most the last 256 sub-word tokens available, though in many cases there is not that much pre-
ceding text. GPT-2 was trained on the WebText corpus, which contains 40GB of text from over 8
million articles linked to by Reddit from before 2017 that received at least 3 votes. Figure 2 shows
screen captures from our study in which the writers are using the two different writing interfaces.

‘Talk to’ uses a text completion paradigm where the user writes into a small, centered text box
and presses a button to have the system generate a completion which is shown as plain text. ‘Write
with’ is a word processor-like interface, and requires that the user presses the tab key to trigger text

1I directed this study, forming the research questions, leading the analysis, and finalizing the paper writing. The
lead author on the paper performed the experiments and did a first pass on the analysis and paper writing.

2https://talktotransformer.com/
3https://transformer.huggingface.co/doc/gpt2-large
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generation. Doing so will show a drop down menu with three short suggestions, usually between 1
and 10 words. Selected suggestions appear directly in line with their previous writing, highlighted
blue, and is editable.

The procedure for the study was as follows:

1. Following a very brief description of the user interfaces, the participant was given open
ended experimentation with both interfaces. (2 - 10 minutes)

2. The participant was then asked to write ‘the most interesting’ or ‘the best’ original piece of
fiction that they were able to with the assistance of the interfaces. They were allowed to
switch between the interfaces at will, but were asked to use both. (10 - 20 minutes)

3. The participant was then asked to work on an in-progress piece of writing with the assistance
of the interfaces. They were told to try and solve an ‘issue’ they’d been having with a piece
of writing. (10 - 30 minutes)

4. The participant was again asked to write ‘the best’ thing they could with ‘Write with’, with
the constraint that they had to use a suggestion at least once every other sentence. (10-20
minutes)

We recorded and transcribed each session. Additionally, we recorded all text written, including
text written by the machine, and for each generated suggestion annotated if it was ‘accepted’ by
the writer.

2.2.2 Results

To preserve anonymity, we refer to the four writers in our study as W1-W4. All four writers chose
to use ‘Write with’ when asked to write ‘the best’ original piece that they could in the allotted
time. To explain the preference, they generally cited the lack of control and the higher degree of
randomness associated with the longer text generated from ‘Talk to’. We noticed that writers often
triggered ‘Write with’ multiple times at a single point in the text if the resulting suggestions were
not what they wanted. We found that 25% of all triggers were a repeated trigger, suggesting that
once a writer triggered the system, they were invested in finding a useful suggestion.

Unanimously, the writers pointed out that the tools appeared to deviate from the direction they
were taking their writing, particularly referring to the ‘Talk to’ interface. All writers were quick
to point out instances that the system changed point of view (it seemed to prefer 1st person even
when they were in 2nd or 3rd). W3 said “it’s like improv. You have to ‘yes, and.’ ” Meaning that
if the generated text does not incorporate the prior facts of the piece, it is not constructive.

W1 and W2 noted that the tools were much better at following them into ‘genre’ writing than
into the more nuanced and stylized writing they were interested in. For example, W2 set up a
fantasy scene and found the suggestions were more coherent than normal. They were more likely
to take the suggestions during Tasks 2 and 4, when they weren’t writing something they had pre-
conceived.

The main use case we observed was description creation. All four participants experimented
with using ‘Write with’ to generate mid-sentence descriptions for items, scenes, or characters.
All four writers learned through the course of the session that they could get ‘Write with’ to fo-
cus on filling in descriptions such as colors or character details by requesting suggestions after
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prepositions, and actions by requesting suggestions after a noun phrase. They rejected adjective
descriptions like colors more often than any other type of suggestion, often dismissing them as
“boring” and limited, though W4 and W1 noted that more than three suggestions given could be
useful at those moments.

The writers didn’t see the tool as a meaningful generator for plot or characters. W4 noted that
he was not a “spiritualist” writer, meaning that rather than let the flow of ideas come to him during
the writing process, he usually sat down with a set of “points to hit”. The majority of writers
mentioned they could see something like this being useful for generating plot outlines for writing
exercises, where the writer does not yet have many ideas in mind.

Sometimes the unexpected was useful, though again mostly in very specific contexts. At one
point, W1 set up ‘Write with’ to describe the color of the sky, and it suggested “dark blue”, “yel-
low”, and “a shade of dark”; he accepted the last suggestion. This is an example of the system
steering from a direction that the writer clearly wanted to pursue (hue description) into a related,
but separate concept, describing a shade instead, for stylistic effect. Both systems frequently in-
troduced characters or dialogue, which for Tasks 1, 2, and 4 produced comments from the writers
like “I wasn’t going to go there, but that’s interesting”, especially when it brought into play family
members (sister, wife, father) the writer had not been considering introducing.

Overall, the writers in our study found the language model lacking when it came to their own
writing because it struggled to conform to the constraints of both what had already been written as
well as their internal ideas of where they wanted the story to go.

2.3 Mental Models of AI Agents
I ran two studies to investigate what appropriate conceptual models of AI systems look like and
how users develop mental models of AI systems [19]. Norman [42] defines a conceptual model of
a system as a model “invented to provide an appropriate representation of the target system” and
notes that they tend to be developed methodically by experts. In contrast, he defines the mental
model of a system that which is evolved by users through interaction with the system.

The first study was an in-person, think-aloud study, in which participants play a word guessing
game with an AI agent while thinking out loud. Figure 3b shows an example round of gameplay.
This study allowed me to identify the important aspects of a mental model and get a qualitative
understanding of how people think about AI systems. The second was a large-scale online study,
in which participants played 5 or 10 rounds of the game and then filled out a survey which probed
their mental model of the AI agent. This study showed us who makes accurate estimations of the
AI agent, and points us towards why these people do so.

The results of these studies allowed me to uncover three components participants used when
modeling an AI agent. These components were developed iteratively through discussions by the
entire team of researchers after the thematic analysis of the first study was conducted. These
components are a framework for describing a conceptual model or a mental model.

Figure 3a shows the components. The components are: Knowledge Distribution which in-
cludes conceptions such as whether or not the AI agent knows about specific people or attributes,
Local Behavior which includes conceptions of what kinds of hints the AI agent is likely to give
or respond best to, and Global Behavior which includes conceptions of how the AI agent tends to
play the game, such as what and how much the AI agent remembers from previous interactions.
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(a) Framework for how people mentally model AI agents. (b) Round of word guessing game.

It is hard to track the development of mental models, but in our studies we gained some insights
into how users develop mental models of AI systems. The most common utterances in the think-
aloud study had to do with anomalies, distress, and trust – people talked most about their mental
model when something unexpected occurred. This is also where we saw the most revision; despite
trying to explain an anomaly, when an anomaly persisted people did end up revising their model.
Antonym-style hints in the word guessing game showed this clearly: most people were initially
distressed by antonym hints that seemed to contradict the other hints presented, and some even
thought that these hints were mistakes. However, after the game concluded they acknowledged
that the behavior made sense, revising their mental model.

Miller [40], in his review of insights from social sciences for explainable AI, states two sit-
uations in which people desire explanation: 1) when a contradiction occurs, and 2) when shared
meaning is desired. This dovetails nicely with our finding that people tend to revise their mental
models in the face of anomalies. Considering how to design explanations for AI systems, our re-
sults confirm Miller’s finding that we should provide explanations to people when anomalies occur,
as this is when they are most open to revision and most desire an explanation.

There are important implications from this study for the design of writing assistants. Writers
may have a poor understanding of the knowledge distribution of the tool they are using, over-
estimating some areas and underestimating others. It is also unclear how long or what kind of
interaction would improve writers’ understanding of a tool’s knowledge distribution. In the case
of language models, writers may also have a poor understanding of local behavior – why did a
language model generate what it did given the inputs? Much research ink has been spilled on how
to improve the outputs of language models through improved prompting alone [18, 32, 50], and it
may be that writers need to develop some of their own intuition for this in order to best make use
of this technology.

2.4 A Design Space for Writing Assistants
In this section, I propose a design space for writing assistants. This design space is based on my
extensive work researching how writers can best make use of language technologies. According
to Woodbury and Burrows, a design space is a tool for designers [65]. It’s a lens through which
to consider existing designs, and a way for designers to find new ones. The metaphor of a de-
sign “space” makes it natural to consider them graphically, where each design can be “plotted”
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according to some meaningful axes. These axes are often called the design space representation.
Good representations are both vast, in that they include a hyper-astronomical number of potential
designs, and also limited, in that they allow for intentional and directed exploration [65]. I present
a design space representation for writing assistants that has two axes: the magnitude of the goal
being supported, and level of constraint of the goal.

2.4.1 Design Space Representation

In this subsection, I describe the two axes I define for the design space representation. They are
‘magnitude’ and ‘amount of constraint’.

Magnitude, or size of writing goal. I used ‘magnitude’ to describe the amount of writing
the goal is about. For instance, a large goal may be something like “write a story about a fairy”
whereas a small one might be “correctly conjugate this verb”. In writing psychology research, the
largest goal is often called the ‘rhetorical problem’ – the impetus of the entire writing activity [15].
Flower and Hayes propose that writing goals are embedded within each other [15]. Embedded
goals tend to be smaller than their parent: after considering how to “write a story about a fairy” a
writer may then consider the smaller goal of “describe the fairy’s home” and then perhaps “decide
what color the fairy’s house is” or even “choose a color word that’s more specific than ‘green”’.

We can imagine goals at the size of the word, the phrase, the sentence, the paragraph, and even
the section or chapter (depending on the length of the writing). We might consider the computer
science subfield of automatic story generation to be a writing assistant that aims to support the very
large goal of writing an entire story, whereas certain autocomplete programs may aim to support
the very small goal of typing out a long word.

Amount of constraint. Independent of magnitude, a highly constrained goal leaves little room
for flexibility. A writer may be thinking about how to make a sentence grammatically correct, or
how to tie up the plot of a story. These goals, though they may have more than one reasonable
solution, are highly constrained. On the other end of the spectrum, a writer may sit down at a
blank page to dream up a new character, or decide what will happen in the first chapter. While
there may be some constraints in these goals, they are few and the space of reasonable solutions is
large, perhaps even infinite.

Most goals sit somewhere between these extremes. Continuing the example of storytelling,
most of the time spent writing a story is spent in the middle. Some aspects of the story are already
in place, some characters are already introduced or the writer has defined them in their head, some
settings and plot have been committed to. But the story is not finished. What might these characters
do? Or what might happen to them? And at any point a writer may decide to revise past details,
but they will not start from scratch. Instead, they revise only some details, and ensure the changes
fit in within the existing writing.

2.4.2 Example Points in the Design Space

To better understand the writing assistant design space, I use the example of writing a fictional
story. Figure 4 shows examples of writing goals at various points in the design space. We can
imagine a writing assistant that attempts to support any one of these goals.

To aid in visually understanding this plot, I draw rectangles around goals of similar magnitude
and use three ‘levels’ of magnitude: the word level, the paragraph level, and the story level. These
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Figure 4: Example writing goals a writing assistant may support, plotted in the design space.

levels are (hopefully) quite intuitive to understand – they simply answer the question of how much
writing a tool is expected to help with at any one moment.

So let’s consider the ‘level of constraint’ axis in more detail. Very few, if any, writing goals are
constrained to a single correct solution; perhaps the most constrained goal would be to correctly
spell a long word. Even then, a writer may need to make some decisions between plausible so-
lutions, like whether to use British or American spelling, or whether to hyphenate a word or not.
However, I define such goals ‘highly constrained’. Highly constrained goals have few solutions
compared to the space of possibilities given the size of the goal. At the level of the sentence, a
highly constrained goal may be typing out a common email exchange (a feature currently sup-
ported by Gmail [8]) or changing the name and pronouns of a character in a sentence already
written. Such goals still have multiple solutions – variations on the common email exchange, deci-
sions about when to use a name or pronoun or how to ensure correct coreferences – but the number
is small compared to the number of possible sentences.

Compare those highly constrained, sentence-sized goals to this ‘partially constrained’ goal:
describing an existing character. The writer is constrained by the characters attributes, which may
have been previously defined in the story or may have been defined by the writer’s other goals for
the story. But there remain many options for the writer. Which attributes are relevant to describe
now; how will the writer describe them; what is the structure of the sentence. There are many
options available to the writer.

‘Lightly constrained’ goals have few constraints and the number of possible solutions is large,
verging on infinite. What will the first sentence of a story be? Even with a prompt, the number
of possibilities is gargantuan. What will the writer name a new character? Lightly constrained
goals are easy to imagine in storytelling or poetry, where the writer may be unconstrained by
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Figure 5: A plot of 13 writing assistants in the design space. My own work is highlighted in the
center. Those system provide sentence-level assistant for partially constrained goals.

reality (though, again, as aspects of the story are introduced the reality of the story itself becomes
constrained) however we may also consider non-fiction examples: what should we text to our
friend, just to say ‘hi’? A joke? A memory? A question? Such a writing goal is lightly constrained.

2.4.3 Putting Existing Writing Assistants in the Design Space

This design space can be considered in two ways: on one hand, what the designers’ intention was
for the assistant; on the other, how writers actually use the assistant. Because the evaluation for
writing assistants can vary widely, and often does not focus on what kind of writerly goals the
assistant supports (instead focusing on, for example, usability, likability, or how it impacts task
completion) in this section I consider designers’ intention for their assistant, as this is typically
well-documented in research papers.

Looking at supporting large goals, in the upper left of Figure 5 there are systems that provide
feedback on already-written non-fiction pieces, constrained both by the existing text and the exter-
nal realities of the content [25, 8, 6, 36]. In the upper right, there are poetry generation systems
that generate in response to very short prompts (typically noun phrases), lightly constrained by the
prompt and the poetic form [41, 22].

Looking at supporting small goals, in the bottom left are phrase-level systems that support
understanding or planning non-fiction phrase-level writing tasks [44, 26]. In the bottom right I
have the GPT models [46, 5, 58] as they are intended to produce the next word (or token). The
level of constraint of the GPT models, or really any language model, is potentially contentious.
Language models are intended to produce a probability distribution over all possible next words,
and how words are selected from this distribution is varied depending on the use-case. While they
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are constrained by the input text, I argue this constraint is light because of the way these models
are used – when considering beam search (a common decoding method) the space of possibilities
being explored is huge.

Looking at supporting medium-sized goals, the closest work to my own is by Clark et al. [11]
which presents two creative writing support systems, one that generates ideas for slogans (highly
constrained by length, syntax, and the topic) and one that generates next sentences for stories
(lightly constrained by previous sentence only).

My own work is highlighted in the center. These systems generate sentences that are less
constrained than slogans, but more constrained than open-ended storytelling. I call this work
partially constrained because it sits between highly constrained systems like those that generate
feedback on already-composed pieces or those that work with common exchanges or well-defined
genres, and those that are lightly constrained like generative poetry and storytelling systems.

3 Writing Assistants that Support Partially Constrained Goals
In this section I describe my work designing and evaluating writing assistants for partially con-
strained goals. For each assistant I report on the design of the system, a quantitative study where I
evaluate system outputs compared to existing systems (independent of their usage), and a qualita-
tive study where I evaluate the system being used by writers in a realistic writing situation.

3.1 Related Work
3.1.1 Language Technologies

These writing assistants make use of a variety of continually improving language technologies.
All technologies have their strengths and weaknesses, which must be weighed when considering
their application, and these technologies are constantly being developed further by the research
community.

In Metaphoria I make use of word embeddings and knowledge graphs. Word embeddings
[39] are learned vector representations of words, such that words with similar ‘meaning’ (which is
defined by how the embeddings are learned) have similar vectors. This allows the distance between
two word embeddings to be used as a proxy for semantic distance. Word embeddings are often
trained using unlabeled text, such that words that occur in similar contexts – that is, have similar
co-located words – have similar vectors.4 Since they can be trained using unlabeled text, they can
easily be created to reflect different language usage, like by training them on Wikipedia versus a
corpus of tweets [45].

In contrast, knowledge graphs are discrete representations of word meanings, where each word
(or concept) is represented by a node in the graph and labeled edges between nodes represent dif-
ferent relations. They often rely on hand-crafted data, where concepts are annotated by people
as having specific relations to other concepts. ConceptNet is an extensive, open-source, and mul-
tilingual knowledge graph that makes use of several different data sources to provide extensive

4The selection of what counts as a co-located word, e.g. selecting words that are proximal in the sentence as written
versus words that are proximal in the sentence’s dependency graph, can change which words have similar vectors [30].

12



coverage of common concepts [35]. Newer work on knowledge graphs attempts to automatically
learn these relations from unlabeled text, which allows them to be more easily updated [2].

In the past several years there has been extensive work on improving neural language models –
models that assign a probability to a sequence of words. Language models can be used to generate
text, and are the backbone of modern autocomplete systems [8, 28]. Language models can also
be trained on unlabeled data, and the increase in size of corpora, amount of compute resources,
and efficiency in the training process [58] has allowed neural language models to improve rapidly.
Newer models are considered ‘pre-trained’ or ‘multitask’ models, as with minimal to no changes
they perform well on a wide variety of tasks [46].5

As these language models improve, how to best use them in varied tasks has become an ac-
tive area of research. Handcrafting [50] or automatically learning [18] prompts for the models
has shown to improve outputs dramatically. Classification tasks especially benefit from learning
continuous prompts for the task [55]. Chaining prompts [66], or using meta-prompts [50] has also
been found to improve results. This continues to be an active and fast-moving area of research.

3.1.2 Creativity Support Tools

Creativity support tools have flourished for music and the visual arts, from the widespread adop-
tion of software for generation and editing to the development of medium-specific programming
languages [47, 33, 61]. These tools are beginning to tackle how to be compatible with existing
manual practices [27], as well as how to be more compatible with current artificial intelligence
frameworks [43, 13].

The way in which creativity support tools integrate with an artist’s practice is at the heart of
these issues. When a support tool provides more complete or conceptual contributions, or provides
contributions without a request from the artist (as in mixed-initiative user interfaces [24]), the term
co-creativity is often used. Critically, Davis defines human-computer co-creativity as when the
“program is adapting to the input of the user” [12]. This distinguishes co-creative systems from
more procedural contributions, in which an artist either has a high level of control over the outputs,
as in a synthesizer, or little to no control over the outputs, as in a computer-generated poem based
on a topic [22].

It is essential to think about tools as supporting artists in their desired practice, rather than
replacing aspects deemed computationally tractable. Co-creativity emphasizes interaction in which
all parties must feel control over the process and ownership of the result. Support for creative
writing should align with the ‘wide walls’ design principle of creativity support tools, in which
tools aim to “support and suggest a wide range of explorations” [49]. Unlike more specified writing
tasks (such as writing an email to request help), creative writers do not want tools that will make
their writing sound the same as others [56]. Thus, in co-creative domains, systems should be
conducive to divergent outcomes.

5It is worth noting that the models themselves have also increased in size, making the financial and environmental
costs associated with training them gargantuan [1]. It has also resulted in industry ‘capture’, since large corporations
are the only organizations with enough data, compute, and financial resources to train the models [63].
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3.2 Metaphoria: A Writing Assistant for Metaphor Creation
In this section I report on my work designing and evaluating a system to support writers with
writing metaphors about abstract concepts [20].

Based on our literature review, coherence to context is the biggest barrier to use for creative
writing support tools [11, 38, 52]. Secondarily, writers do not want tools that make their writing
sound the same as others [56]. Thus, suggestions that result in divergent outcomes for writers is
crucial. These goals map to previous methodology in HCI for the evaluation of generative drawing
tools; Jacobs et. al. [27] evaluate their drawing tool on compatibility (coherence to context) and
expressiveness (ability to express a divergent set of ideas) .

A system that is coherent to context provides suggestions that are relevant to the task at hand.
If writers come to the system with an idea or intention, the system should generate metaphorical
phrases coherent with this context, and should be flexible enough to be coherent for a wide range
of writer ideas and intentions. A system that encourages divergent outcomes provides many
compelling options and increases the variation in writers’ work rather than propel all writers toward
similar metaphors.

To address coherence to context, we focus on generating metaphorical connections for a given
“seed metaphor”. Seed metaphors are of the form [source] is [vehicle], e.g. envy is a bell, where
envy is the source and bell is the vehicle. By focusing on connections between the words, such as
‘envy can sound the alarm like a bell’, rather than the selection of the seed words, we leave open
the possibility that the writer inputs one or both words of the seed metaphor.

To address divergent outcomes, we generate and present multiple, distinct suggestions for
each seed metaphor. This approach allows writers to select a suggestion salient for them in partic-
ular.

3.2.1 System Design

Starting with a seed metaphor, our approach is to first generate many features of the vehicle (bell),
and then rank these features by how related they are to the source (envy). This aligns with tradi-
tional metaphor usage, in which features of the vehicle are used to explain the source.

To find features of the vehicle we use ConceptNet [35], an open-source knowledge graph, as
a source of structural and functional properties of words. Structural properties are elements that
define or compose an object. For example, a bell has a clapper and a mouth. In ConceptNet, we
select for structural features by querying the “HasA” relations of the vehicle. Functional properties
focus on an object’s actions and purpose. For example, a bell can make noise and be used for alert-
ing. In ConceptNet, we select for functional features by querying the “UsedFor” and “CapableOf”
relations. Together, structural and functional properties provide a large set of potential connections
from the vehicle to the source.

Not all features of the vehicle (bell) will metaphorically map to the source (envy). To find the
most relevant ones, we rank how related the vehicle features (e.g. used for getting attention) are to
the source (envy). To rank suggestions we use GloVe word embeddings [45] trained on Wikipedia
2014 + Gigaword 5. Word embeddings are a common way to measure the semantic similarity
between words [39]. Here, we use them to measure the semantic similarity between the vehicle
property and source word. To find the semantic distance between vehicle features and the source
word, we use a Word Mover’s Distance (WMD) [29].
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Figure 6: Screenshot of the Metaphoria tool being used by a professional poet.

In order to promote diverse outcomes, our systems presents writers with 10 coherent sugges-
tions that are semantically distinct. For instance get attention and getting people’s attention may
both be coherent, yet they give effectively the same idea to the writer. For this reason, as we build
our list of suggestions to show the writer, we throw out any feature that is too close to any of the
features already ranked. This closeness is again calculated with the Word Mover’s Distance, this
time between two features.

The word embedding space is not sensitive to antonyms and thus some highly ranked features
have a mismatched sentiment with the source concept. Pilot testing showed that people found
mismatched sentiments to be jarring and caused them to lose faith in the system. However, people
who are first shown more intuitive features were more likely to appreciate the antonym features.
Thus, we first select the suggestions as shown above, and then re-rank them by how similar the
valence of each one is to the source concept.

Valence is the positive or negative connotation of a word and we assign valence scores to all
words based on Warriner, et. al’s database [62]. We denote the valence of the source as Vsource and
the valence of word i in the feature Vi for words 1, ..., n. Then we define the valence distance as

Vdist = |Vsource − avg(V1, ..., Vn)| (1)

We can then reorder the suggestions from the smallest valence distance to the largest.
Finally, we rephrase all connections into a suggestion for the writer; given the source envy, the

vehicle bell and the connecting feature making noise, the suggestion is presented as ‘envy is used
for making noise like a bell’.

Figure 6 shows a screenshot of the tool being used by a professional poet.
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3.2.2 Quantitative Study

This study evaluates the quality of the suggestions Metaphoria generates. To achieve coherence
to context, suggestions should make sense given their seed metaphor and enact principles of high
quality writing.

To evaluate the suggestions, we compare them to two other state-of-the-art metaphor generation
algorithms: Thesaurus Rex [59] and Intersecting Word Vectors [17]. As our system produces a
ranked set of suggestions, we also compare both the highest ranked suggestions with the lowest to
evaluate the effectiveness of the ranking algorithm. For each system we select the top three ranked
suggestions. Ranking for Metaphoria is done using the WMD distance to the source concept (as
explained in the Design section); both Thesaurus Rex and Intersecting generate ranked lists.

To compare the systems, we define three metrics for evaluating metaphor strength. The first is
aptness, in which a metaphor accurately describes a connection between the concepts; this is the
ground level of metaphors. The second is specificity, in which a metaphor describes a connection
unlikely to be transferable other concepts. The third is imageability, in which a metaphor describes
a connection the reader can visualize.

We expect that Intersecting will not be particularly apt as it relies solely on the embedding
space to provide meaning and embedding spaces notoriously lack consistent discrete semantics
[34]. Thesaurus Rex uses textual evidence, so we expect its connections to be apt, but because of
this we also expect it to be less imageable and specific as it may only find higher level, and thus
vaguer, attributes.

We have three hypotheses:

– H1: Metaphoria suggestions are more apt than Intersecting and at least as apt as Thesaurus
Rex.

– H2: Metaphoria suggestions are more specific than Thesaurus Rex and Intersecting.

– H3: Metaphoria suggestions are more imageable than Thesaurus Rex and Intersecting.

Additionally, we want to know if top-ranked Metaphoria suggestions are more apt than bottom-
ranked ones. For this, we compare the top three and bottom three ranked suggestions. Our hypoth-
esis is:

– H4: Top-ranked Metaphoria suggestions are more apt than bottom ranked ones.

We have two professional writers with an MFA in Creative Writing act as annotators. We con-
sider 12 different seed metaphors, e.g. hope is a stream, and for each generate the top 3 metaphor
suggestions from each system. Additional we generate the bottom 3 metaphor suggestions for
Metaphoria. This results in 144 suggestions total.

The annotators consider each metaphor suggestion and mark whether it is apt, specific, and
imageable. They are told that all suggestions are generated by computers, but they are not told
anything about how or the fact that they come from different systems. They are shown the sugges-
tions for each seed metaphor in random order.

We report the percent agreement between the two annotators for apt, specific, and imageable
(and the Cohen’s Kappa correlation coefficients) to be 85% (0.63), 83% (0.67) and 88% (0.64),
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Apt Specific Imageable

Metaphoria (M) 97% 82% 100%
Thesaurus Rex (TR) 100% 47% 100%
Intersecting (I) 49% 43% 53%

Table 1: While both Metaphoria and Thesaurus Rex generate apt and imageable metaphors, only
Metaphoria consistently produces specific metaphors.

Apt Specific Imageable

Top-ranked 97% 82% 100%
Bottom-ranked 78% 85% 89%

Table 2: Top-ranked metaphors perform significantly better than bottom-ranked metaphors on apt-
ness and imageability; there is no significant difference for specificity.

respectively. Given the natural ambiguity of metaphors and creative writing, this is a high level of
agreement.

The following results are determined by combining the evaluations of the two annotators; the
higher evaluation is used in cases of disagreement. Table 1 shows the percent of times a given
systems’ suggestions was marked as apt, specific, or imageable. While Metaphoria and Thesaurus
Rex metaphors are both consistently apt and imageable, Metaphoria outperforms all systems on
specificity.

To test H1-3, we perform paired t-tests (Bonferonni corrected) on the relevant pairs and dis-
prove the null hypothesis for H1 and H2. However, it is clear that H3 does not hold as both
Metaphoria and Thesaurus Rex were 100% imageable. The results of the statistical tests can be
found in Table 3.

Surprisingly, Thesaurus Rex metaphors were as imageable as Metaphoria ones. In general the
annotators found adjectives like hard more imageable than we expected. However, Metaphoria
still outperforms other systems on specificity.

We also consider the difference between the top and bottom ranked Metaphoria suggestions.

Hypothesis diff t-value p-value

H1a M more apt than I 0.48 5.83 2.8e-08
H1b TR more apt than I 0.51 6.16 4.8e-09

H2a M more specific than TR 0.34 3.36 2.7e-03
H2b M more specific than I 0.38 3.55 6.7e-04

H3a M more imageable than TR 0.00 n/a n/a
H3b M more imageable than I 0.47 5.59 1.4e-09

Table 3: T-tests confirm that Metaphoria is as good or better across all metrics than state-of-the-art
metaphor generation algorithms. P-values are Bonferonni corrected.
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PO1’s response PO2’s response PO3’s response

My island fills glasses like wine,

its vines wrap around my

new mouth like grapes.

This new America is used to building things,

anew, strange comfort like the rest of an air-bed

at dusk.

How new is new?

Garden Work

with my mother, her tulips flaming blue
and yellow, laboring to bloom beneath
her palms, the soft lawn grating against
early spring. We are wasting time, lingering
under the porch light before dark, flirting
with enemy weeds before my father returns
home, drunk and swaying like a storm.

She is used for currency and jewelry
and lighting the pathway. She is for
making flowers rise up to collide
with her hands.

Metaphor for restoring quiet
Use a gun to paint a room
Addiction can clog a sink drain like hair
History can win a war
The garden of wasted time
Fear to extinguish a fire like sand
ice is for finding the source of light
swimming is like snow. it is for children
You can use caution to build fear in a movie
You can use witchcraft to listen to music like an ear
Corruption can outrun you like a horse

Table 4: Part of responses from three professional poets working with Metaphoria. Words highlighted
in pink were input into Metaphoria by the poets, while words and phrases highlighted in green were
suggestions that poets used.

Table 2 shows the percent of times a given systems’ suggestions was marked as apt, specific, or
imageable. Top ranked suggestions are more apt than bottom ranked ones (t = 2.49, p-value = 0.01)
which confirms H4. There is no significant difference for specificity (t = -0.30, p-value = 0.76).
However, top ranked suggestions are slightly more imageable than bottom ranked suggestions (t =
2.09, p-value = 0.04). It could be that aptness makes it easier visualize the suggestion.

This shows that Metaphoria creates high quality metaphors and can provide strong suggestions
to writers.

3.2.3 Qualitative Study

This study evaluates if Metaphoria can adapt to a writer’s own goals, and tests the system on inputs
we did not expect. Our previous studies show Metaphoria is coherent to context and produces
divergent outcomes; now we tackle whether these properties hold in real tasks which span a wide
range of writer intentions.

We gave three professional poets a 15 minute tutorial of Metaphoria and then asked them to
write a poem on a subject of their own choosing using Metaphoria in some way. The poets wrote
for around 30 minutes each. We then conducted a semi-structured interview, and utilized having
Metaphoria available to discuss their process and response. The poets were recruited through a
mailing list for current and past MFA in Creative Writing students at a local university. All had a
regular writing practice, were published poets, and one also held a teaching position in which they
taught poetry writing workshops to undergraduates.

Coherence to context. All poets used several of the suggestions in their poem. Part of each
poem is reproduced in Table 4, where words they input into Metaphoria are highlighted in pink
and phrases from the suggestions they used are highlighted in green.

The context each poet brought to Metaphoria was very different. PO1 initially entered the word
island; the first line of their poem was inspired by the suggestion ‘island can fill a glass like wine’,
though they first spent several minutes with other suggestions like ‘island can travel over water like
a ship’ and ‘island can age over time like wine’. PO2 was initially inspired by suggestions for the
seed metaphor work is a garden, where work was input during the tutorial; several words in the
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first stanza came from the suggestions for this seed. Later they input the words swaying and she.
PO3 brought a very different type of context. They input many more words than the other

two poets, more interested in finding interesting suggestions than crafting a poem with a partic-
ular direction; almost every line derives from some part of Metaphoria. They first input sales,
then marketing, before exploring the word metaphor. Their first line is inspired by the sugges-
tion ‘metaphor is for restoring quiet like a bell’. Later they input words like time, guns, history,
elections, laughter, and stone, to mention only a small number.

All poets found suggestions that resonated with them, though they were discriminate and often
searched through several seeds before finding something they used. However, there were clearly
different styles of use: PO1 and PO2 composed poems with some kind of linear narrative or
thought, and used Metaphoria on words they had already written, often finding a suggestion that
would finish the line they were working on. In contrast, PO3 input words they thought might be
make for interesting metaphors, or words they simply overheard (we met in a coffee shop), many
of which never made it into the poem. PO3’s use was more like collecting interesting phrases,
which they then arranged and edited.

Divergent outcomes. The resulting poems were of dramatically different styles, both due to
each poet’s differing usage of Metaphoria and their different writing styles. When explicitly asked
about the expressiveness of the system, all poets noted that established writers have their own style
and the system was unlikely to dramatically change it. Both PO2 and PO3 thought Metaphoria
would increase the creativity of amateur poets, who tend to get stuck in cliche language; they
thought the unexpectedness of the word combinations was likely to help.

However, PO2 did bring up concerns of ownership. While they did not think that Metaphoria
limited them, they were concerned about using suggestions from Metaphoria that were too differ-
ent from their intention, even if these suggestions were very good. PO3 used Metaphoria most
liberally, yet had no such concerns. They drew a comparison between Metaphoria and Instagram,
noting that while Instagram has produced a genre of photography that is very recognizable and
thus the photos are somewhat similar, it has also produced unexpected and creative artworks. They
speculated that Metaphoria might create a genre of Metaphoria-style poems, but would also allow
poets to move in new and exciting directions.

3.3 Sparks: A Writing Assistant for Explaining Technical Topics
In this project, we study how language models can be applied to a real-world, high-impact writ-
ing task. In particular, we use a science writing form called tweetorials which explain technical
concepts on Twitter for a general audience [4]. Tweetorials are short explanations of around 500
words which have a low-barrier to entry and are gaining popularity as a science writing medium
[57]. Working on science writing requires a system to demonstrate proficiency within an area of
technical expertise. This is much more difficult than our study of metaphors, which tended to deal
with common concepts, objects and relations.

Given that language models have no model of truth, we design our system to come up with
“sparks”, intended to spark ideas in the writer, rather than having the system provide the ideas
themselves. This aligns with prior work on metaphor creation, where users make use of system
outputs as initial directions that are then interpreted and diverged from in the users’ actual creation
[20]. Additionally, this also encourages the writer to feel more ownership over their final product,
which has shown to be a concern in past work [44].
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3.3.1 System Design

To generate sparks we use GPT-2, an open source, mid-sized (1.5 billion parameters), transformer
language model trained on 40GB of text from the web [46]. We use the huggingface implementa-
tion [64].

In addition to selecting a model, we had to design a decoding method – how to select the next
token given the probability distribution the model outputs. We designed a method that attempts
to further increase the coherence of beam search while also increasing its diversity. [21] explains
our method in detail. As an overview, we increase the likelihood of infrequent words (to improve
specificity) while limiting the selection to the top 50 tokens (to retain coherence). To increase
the diversity of outputs, we force the first token of each output to be unique, but attempt to retain
coherence by generating the rest of the tokens with beam search. While several more sophisticated
methods have been proposed to increase diversity while retaining the coherence of beam search
(e.g. [60]), in testing we found none were as effective as simply enforcing the first token to be
unique.

Designing prompts for language models has become an active area of research, with many
automatic methods being proposed [18, 32]. However, any automatic method requires at least
some training data, and it’s yet to be seen that automatically developed prompts can outperform
hand-crafted prompts [18]. For these reasons, we hand-craft our prompts.

First we craft a ‘prefix’ prompt to prepend to any prompt used by a writer. Prefix prompts have
been shown to greatly improve performance by providing the language model with appropriate
context [50]. We found early on in development that simply providing the model with a technical
topic was not enough – also providing a context area was necessary for it to appropriately interpret
technical terms. For instance, if you use a prompt like ”Natural language generation is used for”,
the model is likely to talk about linguistic research on languages, rather than computational meth-
ods. If instead you use the prompt, ”Natural language generation, a topic in computer science, is
used by” the results are much more likely to refer to computational language generation. Given
this, we prepend all prompts with the following: “{topic} is an important topic in {context area}”
where {topic} and {context area} are provided by the writer.

In hand-crafting our prompts, we wanted to make sure our prompts captured a range of relevant
angles, so our system could flexibly work with any technical discipline. To do so, we synthesized
work from expository and narrative theory into prompts capturing five categories: expository, in-
stantiation, goal, causal, and role. Each category represented an angle that a writer might want to
explore. Figure 9 shows five of the ten prompts used. Figure 7 shows a screenshot of the system
with its important features marked.

3.3.2 Quantitative Study

We wanted to evaluate the quality of ideas for a variety of topics. We selected three disciplines
– computer science, environmental science, and biology – that have a glossary of terms page on
Wikipedia, and that have been demonstrated to be a rich discipline for science writing on social
media.6 For each discipline we randomly sampled 10 topics from their glossary of terms page.

6e.g. https://twitter.com/dannydiekroeger/status/1281100866871648256, https:
//twitter.com/GeneticJen/status/897153589193441281, and https://twitter.com/
meehancrist/status/1197527975379505152
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Figure 7: Example screenshot of our system generates sparks. A: writers can select from 10
template of prompts in a drop-down menu. B: writers can add their own prompt to the drop-down
menu. C: sparks are generated with a lightbulb icon to the left, if writers click the lightbulb it will
highlight and the spark is copied into the text area. D: writers can hit the generate button in order
to generate a new spark.

We wanted to collect human responses to our prompts to represent a gold standard or upper
limit on the quality of ideas these prompts can generate. To do this, we recruited 2-3 PhD or senior
undergraduate students in each discipline and had them complete the same prompts the language
model did. Each student was paid $20/hour for as long as it took them to finish the task.

We compare the custom decoding to a competitive alternative: group beam search with ham-
ming diversity penalty. This is a strong baseline that encourages diversity in the way [60] rec-
ommends, and can be implemented using arguments in the generate function in the huggingface
transformer library. Both the custom decoding and baseline model use the same underlying lan-
guage model.

Coherence is notoriously difficult to measure automatically, especially without training data
– measures like perplexity merely measure an output’s likelihood under the model itself. For
this reason we recruited 10 domain experts to annotate outputs for coherence on a 0 - 4 scale, in
line with knowledge graph evaluations [31]. For biology we had 3 senior undergraduate students
majoring in biology; for environmental science we had 2 senior undergraduate students majoring
in environmental science; for computer science we had 2 PhD students from the computer science
department.7 Each discipline had 900 sentences to annotate (300 human generated, 300 from the
baseline model, and 300 from the custom decoding). 250 randomly selected outputs from each
discipline were annotated by two different domain experts, and the Cohen’s weighted kappa was
calculated as: κ = .54 for biology, κ = .51 for environmental science, and κ = .34 for computer
science. Given that the agreement was moderate, we had a single annotation for the remaining
sentences.

We measure diversity with sentence embeddings [48], in particular we report the average dis-

7The students could not have also participated in the generation portion.
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(a) Distribution of diversity, split by discipline. Di-
versity is measured as the average sentence embed-
ding distance per prompt+topic combination.

(b) Mean coherence per prompt+topic combination,
split by discipline. Each prompt completion was
scored by a domain expert on a scale of 0 to 4.

Figure 8: Diversity and coherence measures across three test disciplines for three conditions: a
baseline language model, a language model with the custom decoding, and a human-created gold
standard. The custom decoding improves upon the baseline and approaches the human gold stan-
dard.

tance between outputs within a given prompt. A higher average distance means that outputs are
more dissimilar, and therefore more diverse.

Overall, the baseline had low diversity and coherence across all disciplines, while the human-
created outputs perform much better. Figure 8a and Figure 8b show that the custom decoding
method outperforms the baseline, but does not reach the performance of the human-created outputs.
For diversity, two-tailed t-tests show this to be a significant difference for all disciplines (computer
science: p < .001, climate science p < .001, biology: p < .001); for coherence, mann-whitney
U tests show this to be a significant difference for all disciplines (computer science: p < .001,
climate science p < .001, biology: p < .001).

Figure 9 shows the average coherence per topic for the custom decoding method and the
human-created outputs. It plots the average coherence for each topic with the black dots, and
the coherence for each prompt+topic combination in the colored dots. From this we can see the
variation in quality over the topics for the custom decoding method. For instance, the ”computer
security” outputs score an average of 3.7 in coherence, while ”automata theory” outputs score
2.1. When looking at the human-created outputs, the quality is far more consistent, with no topics
dropping below an average of 3 in coherence.

This demonstrates that our system works well for some topics and less well for others. While
we expected that our system would not perform as well as a human would, we did expect that
the system would perform more consistently across topics. It is unclear why the language model
performs significantly better on some topics, and given the way that these language models are
trained it is difficult to inspect or even predict how well the model will perform on a given topic.

Figure 9 also shows that some prompt templates work better for some topics than others. In our
system, the quality of outputs vary significantly with the prompt template. In the human generated
outputs, the variation is smaller, but still we see some range.
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Figure 9: This graph shows the coherence per topic for the custom decoding and the human-
created gold standard, where 0 is nonsensical or untrue and 4 is generally true. The black dot
shows the average coherence of all responses for a given topic, while the colored dots show the
average coherence for a given topic per prompt. Topics are ordered by average coherence in the
custom decoding. This graph shows that some topics perform much better than others with custom
decoding, while the human outputs are generally high quality regardless of topic. It also shows
that within a topic there can be a large variation between prompt templates.

3.3.3 Qualitative Study

We recruited 13 participants, all graduate students from five different STEM disciplines, to write
tweetorials on a topic of their own choice, related to their area of study. By letting the participants
pick their own topic, we ensured that they were writing within their area of expertise, and we were
able to test our system on unseen topics.

Participants were given 15 - 20 minutes to interact with the system and write approximately the
first 100 words of their tweetorial. Mouse clicks and key presses while the participant interacted
with the system were collected, as well as all sparks generated. After this, the participant filled out
a short survey and partook in a semi-structured interview with the facilitator. The survey questions
and the questions that structured the interview can be found in the appendix. The study took about
an hour and participants were compensated $40 USD for their time.

Participant interviews were transcribed and the authors performed a thematic analysis [3] on
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the interview transcripts. The analysis centered on three areas: how sparks were helpful, how
sparks were unhelpful, and ownership concerns in response to writing with a machine. Relevant
quotes were selected from the transcripts and collated in a shared document, where the researchers
discussed and collected the quotes into emergent themes.

The 13 participants came from five STEM disciplines, with the most common disciplines being
Climate Science and Public Health. All but one were doing PhD (the remaining doing a research
Master’s) and varied from their 2nd year to their 7th year in their program. Participants were asked
how often they wrote about technical topics for a public audience, and how often they did so on
Twitter. Most participants rarely or never did so, though a few did so on a monthly or even weekly
basis.

Participants were asked to select a topic they understood well that was related to their research.
The facilitator attempted to aid participants in selecting a topic that wasn’t too broad, but also not
too specific, but as the facilitator did not necessarily have the same expertise as the participant this
was at times difficult. Participants selected a wide range of topics, with no overlap.

We report on the prominent themes that emerged through our analysis in Table 5. Given the
diversity in the participants’ topics, how well the system generated sparks on their topics, and how
they articulated or responded to questions in the interview, there was a high variability in how
participants felt about the system. For this reason, a prevalence of 50% or above is considered very
high. This would mean that over 50% of participants independently responded in the same way to
an open ended question, despite writing about a unique topic and seeing a unique response from
the system.

Sparks helped participants craft concise and detailed sentences quickly. Although we in-
tended the system to inspire participants with new ideas, the most prevalent reason the participants
cited for the spark being helpful was for crafting sentences. Many participants remarked that al-
though the sparks were showing them information that they already knew well, it was much faster
and easier to draw on language from the sparks than to write a sentence from scratch.

For instance, P12 said:

Most of the time [the system] was articulating the ideas that were already in my head in
a way that’s short and concise, which is useful. Like ‘deprivation index measures the
relative deprivation experienced by an individual relative to others,’ that would have
probably taken me like three sentences to write, then I’d have to spend time editing it
down. And then yeah... this is a lot quicker.

Several participants noted that they often go to Google or Wikipedia simply to get a well-
written definition of a topic they understand well. This is something that the system was able to
do for them without requiring a click away from the writing interface and incurring a change in
context. P7 noted that it did a good job compressing what he would have looked for or found
a Google search. P8 noted that all the sparks were similar to what she would have found on
Wikipedia or via a Google search, but that they were “bite-sized” or “sound bite ready”.

Sparks reminded participants of other ideas or angles about their topic. Several partici-
pants noted that the sparks provided good ideas or angles for discussing or introducing their topic.
P2 noted that ‘weather prediction models’ – something a spark suggested – was a useful entry
point to their research. They said, “that’s something within my field that the general public might
be more familiar with than what I actually do.”
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Code Prevalence Example Quote
reasons sparks were helpful

Crafted concise sentences. 54% Most of the time it [the system] was articulating the ideas
that were already in my head in a way that’s short and
concise.

Came up with ideas / angles. 46% It [the system] reminded me, Oh, it’s not just my applica-
tion, there’s these other people using the same technology,
but working on other problems.

Showed reader perspectives. 31% It [the system] reminded me that there might be a more
common understanding of this thing that I’m writing
about, that’s different from the highly specific one I’ve
been living in.

reasons sparks were unhelpful

Incorrect topic interpretation. 38% It [the spark] just wasn’t helpful, but only because it was
using the different sense of ‘embedded’.

Inaccuracies. 23% Some of the sparks said, like, logistic regressions are used
to estimate relative risks, which is completely not true.

Not desired angle. 23% Someone probably does really care about measuring sex-
ist attitudes ... but it just isn’t my focus.

Vagueness. 23% I would say about 20% of them were just not specific
enough to warrant talking about.

Table 5: Results of thematic analysis

Figure 10b shows how P4 drew on a spark about the ‘sea level rise’ in order to make their topic
of ‘glacier retreat over the holocene’ interesting to the reader. P4 said in their interview, “It’s often
hard to figure out how to spin things in ways that feel relevant to people who don’t study this,” and
that the sparks helped her find ways to make her research relevant. P7 said, “[the system] definitely
generated multiple [ideas] that I could have written different tweetorials about.”

When asked if the sparks were giving them new ideas, many participants said that the system
was helping them get to ideas they likely would have come up with themselves, but faster. For
instance P4 said, “It was definitely faster. I think I would have gotten there, but it would have
taken me longer.”

Sparks encouraged participants to think about common reader perspectives. Several par-
ticipants noted that the sparks reminded them of how people reading their tweetorial might be
interpreting their topic. For instance P10, who was writing about measuring sexism through an
economic lens, noted that many of the sparks talked about sexist attitudes. She said the while that
certainly is an aspect of measuring sexism, it isn’t the aspect that she actually studies. And so the
sparks reminded her that people’s main assumptions when thinking about sexism is probably about
attitudes and therefore that might be an assumption that she will have to address in her tweetorial.

P5, writing about computationally hard problems, noted that one of the sparks talked about
NP-completeness. He said that while at first he thought this might be too technical, it then made
him wonder if someone who was reading a tweetorial about computational hard problems might
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(a) An example of how a participant in our study used
a spark for crafting a detailed sentence. Highlighted
text was inspired by the spark.

(b) An example of how a participant in our study
used a spark to make their tweetorial more engaging
to a general audience. Highlighted text was inspired
by the spark.

already know at least some of the keywords about this topic. In this way the sparks made him
reflect on what knowledge his readers might already have.

Sparks failed in different ways for different participants. The ways in which participants
found sparks to be unhelpful varied highly. The most common reason participants said sparks were
unhelpful was that they incorrectly interpreted their topic. In this case, the sparks were not neces-
sarily incorrect, but rather they reflected some alternate interpretation of their topic. For instance,
P12, who was writing about deprivation indices, said that some of the sparks were about obesity.
Obesity has little to do with deprivation indices, but they thought the algorithm may have been as-
sociating ‘deprivation’ with ‘nutrition’ (rather than, e.g., economic deprivation). Similarly P8, who
was writing about regulatory fit, commented on several sparks about government regulation, which
is unrelated to her psychology topic, but she assumed the algorithm was simply free associating
with the word ‘regulatory’.

Other reasons participants found the sparks to be unhelpful were factual inaccuracies, dealing
with aspects of their topic that they were not trying to explain or that they did not study, and
vague outputs. Participants also mentioned that some sparks were nonsensical, tautological, had
too much jargon, or were simply “bizarre”.

Overall participants varied highly in how useful they found the sparks. Some participants found
that the sparks were so low quality that they found the system completely unhelpful. Others said
that even though some of the sparks were not helpful the ones that were helpful were so helpful
they were unconcerned with a few that didn’t make sense or were off-topic.

4 Research Plan
In this section I outline the work needed to complete my thesis. I intend to perform a formal liter-
ature review structured by my proposed design space. This work should be quite fast to complete.
I also intend to perform a longitudinal study on my science writing assistant. This work will take
longer, and I intend to submit it to TOCHI, the leading journal in HCI research.
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4.1 Formal Literature Review Structured by Design Space
I plan to use my design space to perform a formal literature review of writing assistants. I intend
to use the ACM Digital Library advanced search feature to collect writing assistant papers from
the past five years, which will allow the collection to be easily replicated by others. I will then
annotate these papers in a variety of ways.

I will the following measures from a literature review of creativity support tools [16]:

– complexity (low, medium, high)

– user group (novice, casual, expert, unspecified)

Additionally I will annotate for the following measures:

– level of constraint (1 - minimal constraint, 5 - highly constrained)

– size of task being supported (word, sentence, paragraph, multi-paragraph)

– length of evaluation (none, <30 min, 30-60 min, >60 min)

– technology used (examples, templates, retrieval, language model)

These measures will allow us to understand the design space of writing assistants, where they
are moving and what is lacking in the field. We will write this up as a short paper and submit it to
Designing Interactive Systems (DIS) in February.

4.2 A Longitudinal Study of Writing Assistants
Writing assistants tend to be evaluated with hour long, lab-based studies. Participants may be given
multiple writing tasks, but each writing task is externally defined and quite short, typically 10 or 20
minutes long. Of all the writing assistants referenced in this thesis proposal, none perform studies
that include more than half an hour of writing (including my own). However, many real-life writing
tasks are not completed within a single half-hour period. A fiction writer may return to their short
story many times before it is finished – even amateur writers understand the power of revision, and
all writers experience ‘writer’s block’ and may come back to their writing when they feel more
inspired. Science writing is rarely completed within a single period and scientists, too, understand
the importance of returning to a paper draft again and again. They are not expected even to write a
complete abstract draft in a single sitting.

In addition to the realities of working on a single piece of writing, short lab studies lack the
ability to discern how users learn to use the system over time. A short tutorial is rarely enough for
a user to learn the intricacies of a sufficiently complex system [27], especially a system that makes
use of large, neural models that may exhibit idiosyncrasies. In my work on mental models of AI
agents, we found that participants came into the studies with strong priors about the AI agent, and
many were not able to revise those priors in a short lab study. Additionally, sufficiently complex
systems cannot be learned with a short tutorial and require repeated interactions for user to make
use of it in their own lives [27].
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For these reasons, I propose running a two-month longitudinal study of a writing assistant in
order to understand how the results from short lab studies hold up to repeated interactions and
user-driven usage. I propose improving the ‘Sparks’ system using the results from our short lab
study, and recruiting climate scientists to use it repeatedly over the course of the study. I ask the
following research questions:

– What is the ‘learning curve’ for interacting with the language model? Is there an amount
or type of usage after which participants’ perception of its utility greatly increase? If so, what
do the participants report having learned? And how have their interaction patterns changed?

– How does how the system supports writers change over time? Do participants’ find that
the system supports the same kinds of writing tools throughout continued usage? Or do they
learn which kinds of goals it best supports? Do they ‘grow out’ of some kinds of assistance?

– Do participants’ mental models of the language model change over time? If so, in what
ways? Do their mental models become more accurate? Is an increase in mental model
accuracy correlated with a participants’ perceived utility of the system?

4.2.1 Proposed Methodology

System design. We already have a prototype of a writing assistant for explaining technical con-
cepts, and have run a short, lab-based user study. Based on those results, we intend to allow more
customization of the templated prompts and update the prompts to better serve common usages.
This includes allowing users to edit the ‘prepended’ text and store their own templates for easy
usage with different topics. We will run pilot studies to iterate on these features such that they are
transparent and understandable for writers.

Our initial system was designed for one-off usage – no user data or preferences were stored for
later access by the users. We will need to implement user accounts and storage of user data and
preferences, such that customizations and drafts can be stored between writing sessions. We will
also implement functionality to store data useful for the longitudinal study. This includes built-
in weekly surveys, recording the frequency and length of writing sessions, and storing pertinent
information about how users are interacting with the system, for example mouse clicks and key
presses.

Participants. We will recruit 5-10 climate science professionals who are interested in improv-
ing their science writing or increasing the amount of science writing they do. We choose climate
scientists as our participants because climate scientists often have a high motivation to partici-
pate in science communication, and their research is highly technical. We will recruit at least one
graduate student, one professor, and one industry professional in order to diversify our participant
population. We will appropriately compensate the participants for their time. We will get approval
from the IRB of our institution.

Participant instructions. Participants will be asked to spend at least 30 minutes with the tool
each week. They could be writing a tweetorial, essay, blog post, op-ed, or any other kind of science
writing intended for a general audience, and they could spend this time on a new peice or editing
one they have already started. They will be asked to ‘complete’ at least two pieces over the course
of the two month period, and can produce as many drafts as they like. They will be instructed
that the main goal of the study is to understand how writers make use of writing assistants in a
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real-world context, and thus they should use the system as much as possible and for tasks they are
most invested in.

Following previous methodology on longitudinal support tool studies [27], we will perform
regular interviews with the participants of at least 15 minutes each week, asking participants about
their experience with the tool, and making small changes to the tool when necessary. Additionally
participants will do weekly surveys that measure their perception of the system. Compensation
will be tied to continual weekly participation.

4.2.2 Proposed Analysis

In order to answer the proposed research questions, we need to measure the following aspects of
the participants and their usage of the system over time:

– Their mental model of the system. We will repeatedly administer a quick test of their self-
reported mental model. Participants will be asked to type in a prompt for the system, think
about what they expect the system to produce, and then look at the outputs. They then report
on a Likert-scale how much the actual outputs matched their expectations. We will also
ask them a series of questions about the system’s abilities before the study begins, mid-way
through the study, and after the study.

– Their perceived utility of the system. We intend to measure perceived utility in two ways.
First is a self-reported measure. We will administer a weekly survey that includes the cre-
ativity support index survey [9] and some task-specific questions. Second is a behavioral
measure. We will also measure how often participants make use of the language model out-
puts in their writing, both through how often they ‘star’ suggestions and how much of their
writing contains text that was generated by the language model.

– Their interaction patterns with the system. We will collect a broad range of data about
their interaction with the system: what prompts they put into the system, what the current
state of their writing is when interacting with the system, how and how often system outputs
are incorporated into their writing.

This data will allow us to perform the following analyses:

– Test if participants’ perceived utility (measured with survey questions as well as system
output usage) increases over time.

– Test if participants’ self-reported mental model increases in accuracy over time.

– Test for a positive correlation between mental model accuracy and perceived utility.

– Perform a hypothesis-driven thematic analysis on participants’ answers to open-ended ques-
tions about system utility (what kinds of goals it supports) and how this changed over time.

We will write up the results of this study and submit it to the Transactions on Computer-Human
Interaction (TOCHI) journal.
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Timeline Work Progress

Dec. ‘21 - Feb. ‘22. Complete formal literature review; submit to DIS ongoing

Implement user accounts and data logging ongoing

Iterate on interface; pilot study ongoing

Develop survey questions and mental model probe

Write and submit IRB; recruit participants

Mar. - Apr. ‘22 Run study! Make updates to systems as necessary

Start analyzing data and writing paper (methodology, etc.)

Start writing dissertation

May ‘22 Finish analysis and paper writing; submit to TOCHI

Jun. - Aug ‘22 — summer internship —

Sep. - Oct. ‘22 Finish writing dissertation

Nov. ‘22 Thesis defense!

Table 6: Plan for completion of my research

4.3 Timeline for Completion
My timeline for completion can be found in Table 6. I intend to finish preparation for the longitu-
dinal study by March. At this point, the study can begin and the remaining work is analysis and
writing. Since the study is two months long, I expect to be able to start work on the dissertation
during the study, while I am waiting for results to come in. I also expect to write some of the paper
(like the related works and methodology) during the study.

I hope to do a summer internship with either IBM or Microsoft Research on what makes lan-
guage model outputs offensive to users. This work will not be part of my thesis, but will open up a
new line of research I hope to continue after graduation. During the internship I hope to hear back
from TOCHI – in the case of rejection, I can submit the paper to CHI in September.

After the internship I plan to take two months to finish writing my dissertation. Thus, I intend
to defend my thesis in November, 2022.
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